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"Support for Concurrent Computing Environments,"

University Research Instrumentation, AFOSR-86-0227,

Virginia Klema, Principal Investigator, MIT Concurrent Computing Group.

The instrumentation equipment provided by AFOSR-86-0227 is used primarily to en-

hance research supported by Air Force Grant 82-0210E, "Concurrent Computing: Nu-

merical Algorithms and Some Applications," Principal Investigator, Virginia Klema. The

equipment listed below fostered collaborative research with the faculty, research staff, and

graduate students in the Computational Fluid Dynamics Laboratory at MIT, directed by

Professor Earll Murman.

In particular, the equipment procured provides a networked set of concurrent computing

machines, graphics and desk publishing capability, access to the MIT campus-wide network, .

and immediate host access to the ARPAnet. The Sun 3/260C is the hub of the networked "

machines and furthermore provides a front engine for the BBN Butterfly Development '

System (on loan from BBN) and remote login capability for the Intel cube.

In addition to the Sun 3/260C, the equipment obtained through this instrumentation

grant includes

2 Sun 3/50 diskless nodes,

an Imagen 2803 laser printer, I ,.,

Sun 280 MB disk,1)11

Sun ethernet board with Vme-MB adapter, - _

Intel network hardware with software, S--,

Intel system 310/140 (an upgrade for the host for the Intel cube),

networking supplies and cables to permit network installation.

We gratefully acknowledge our appreciation for this support for our research on numer-

ical algorithms for scientific computation on concurrent computing systems. These systems

presently include the 32 node Intel hypercube and the BBN Butterfly development system.

Collaborative research with the MIT Computational Fluid Dynamics Laboratgory pro-

vides a rich set of research problems that include models for aircraft design, graphics appli-

cations, matrix computations, and the solution of partial differential equations with special

structure. The Computational Fluid Dynamics Laboratory has a number of MicroVAX II

workstations and an FX/ Alliant concurrent system.
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